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ABSTRACT

In this paper, we present some results from a study in progresson methods for the measurement of the length of arobber in
asurveillance video image.

A cdibration tod was constructed for the cdibration of the amera. Standard procedures for computing the lens distortion,
image projedion parameters and the length of the robber have been implemented in Mathematika. These procedures are
based on the use of pixel coordinates of markers on the cdibration tod, the robber’s head (and, optionally, his feet) and an
estimation of his position in the mordinate system that is defined by the cdibration todl.

Monte-Carlo simulation is used to compute ahistogram of the robber’s length, yielding an estimation of minimum and
maximum values. In a repeaed processpixel and pasition coordinates are seleded randomly from predefined ranges and,
using these data sets, the length, position and quality of the fit are computed and stored. The range of the length in the
histogram can be made small er by seleding only those data sets that can med one or more mnstraints, e.g. the quality of the
fit should be good and the position of the robber should be within the physicd limits of the scene. Some experimental
results are presented and discussed.
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1INTRODUCTION

In the last two yeas, the Netherlands Forensic Science Laboratory was asked a number of times to identify suspeds of
robleries in surveillance video images. Comparison of faces appeaed to be non-conclusive in most of these cases, due to
the small number of facial fedures that are visible and distinctive. More information can be obtained by performing
biometric measurements % The length of the robber is often mentioned in wanted signs and can be further used for
excluding suspeds. This study is focussed on measuring the length of the robber in the video images. When sufficient
experience has been gained with measuring length in pradice, this gudy will be continued with measuring other biometrics.

e, ® e A
V% 0 EN -
1> = — [aln]

Figure 1. Two examples of video surveill anceimages
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Figure 1 shows two examples of surveillance video images of a bank robler that ill ustrate some difficulties:

the pasition of the robber relative to the entranceis unknown when the fed are not inside the view;
there ae not many reference points available in the scene to cdibrate the amera;
there can be asignificant lens distortion that should be taken into acount.

Methods that depend on measurements on the scene and/or a view of the robber’s feet can not be gplied in these cases.
Another drawback of most existing methods is that they can not cope dficiently with uncertainties in pixel positions and
reference measurements. Most error propagation techniques assume that uncertainties are distributed normally. For these
reasons new tools and methods for cdibrating the amera and performing the measurements have been developed and
tested.

2MATERIALSAND METHODS

2.1 GENERAL DESCRIPTION

The foll owing principles have been utili zed:

corredion of lens distortion and cdibration of the perspedive projedion can be separated ® into different proceses.
Lens distortion can be mnsidered as not significant or as correded for when straight edges of objeds appear as graight
linesin the image. Figure 2 shows an image of areference board with araster that was placel in front of the amera for
estimating the lens distortion. Accurate positioning of the board is not necessary;

while the padlice ae & the bank for investigations and to pick up the videotape with the images of the robkber, they can
move areference objed along the route of the robher throughthe bank and place araster board in front of the amera.
The reference objed that was tested in this study is shown in figure 3. The design of the drcle shaped markers allows
for an estimation of the center positions with sub-pixel-resolution acarracy. The position of the robber is estimated
relative to this reference objed. The tape that is in the surveill ance system during their visit should also be picked up.
Such a procedure saves time and eliminates the need for measuring objeds at the scene.

Monte-Carlo simulation is applied to compute ahistogram for the length of the robber from which a minimum and
maximum value @an be seleded. The width of the histogram is determined by the propagation of uncertainties and
additional constraints. These @nstraints can represent prior knowledge such as the pradicd limits for the position of
the robber within a doar opening.
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Figure 2. Raster image Figure 3. Calibrationtod

22LENSDISTORTION

The lens distortion is represented by a function that models the deviations from the ided pinhole camera
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In which:

r2=s2(x,/H-c ) +(y,/V-c,J

u

This function returns the pixel coordinates of the distorted pixel (Xg,yq) from the mordinates of the undistorted pixel (Xy,Yu),
theimage sizein pixels (H,V) and 4 mrameters:. k is the strength of the radial distortion, s, isthe distortion asped ratio, and
(cx , cy) isthe center of distortion with coordinates gedfied in the range 0-1. The last threeparameters are related to the
pasition and orientation of the lensrelative to the CCD-chip. Figure 4 demonstrates the working of this distortion model on
aredangle with a negative and a paositive value of k.

Figure 4. Distortion d a redangle with threedifferent values of k: -0.35, 0, +0.35

This distortion can be compensated for using the same model. The foll owing procedure was implemented:

e Seled edgesin the image that should be straight and store for every line the pixel coordinates of two end padnts and a
point in the middle.

e Compute for every edge the distance between the line through the end pants and the middie point.

e Compute the sum of the squared distances from every edge & a measure for the distortion.

e Find adistortion transformation of all pointsthat minimizes the distortion measure.

The minimizaion is performed by the gradient descent method provided by the Mathematika software. Figure 5 shows two

graphs representing the edgesin the cdibration image in figure 2 and the result of the cmpensating distortion.
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Figure5. Two graphs fromlinesthrough threepaints. Left: the graphcreated from pointsin figure 2. Right: resulting
graphfrom compensation for lens distortion.

2.2PERSPECTIVE PROJECTION

A point with red world coordinates (X,Y,Z) is projeded onto an image with pixel coordinates (x,y) using intermediate
coordinates (X',Y’,Z") by:

X} F{as 0y X'
y) 210 s\Y
in which F isthe focd distance sisascding fador for the pixel sizeand a isthe asped ratio of the pixel sizes. Sincethis

equation only worksin the mordinate system of the amera, the foll owing rotations (alpha, beta, gamma) and trandations
(Tw Ty, T,) haveto be performed to alignthe wordinate systems of the camera and the red world:
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X' 1 0 0 Coqp) 0 -Sinp)Y Cogy) Siny) O0) X T,
Y'|=|0 Coqa) Sina) 0 1 0 —-Sin(y) Cogy) O Y |+|T,
zZ' 0 -Sina) Coda)\ SI(B) 0 Coqp) 0 0 1\ Z T,

The rotations around the camera axes are cdled: swing (Z-axis, gamma), pan (Y -axis, beta) and tilt (X-axis, apha).

This equation can be written in alinea format with 11 parametersthat haveto be estimated from a cdibration using the
known red world coordinates of the markersin our cdibration todl in figure 3 and the mrresponding pixel coordinates:

a X +a,Y, +as + bx — 8y Xi X —ag,Y % — bin =Z,X
ay X, +ayY, +ays; + by —ay Xy, —agnY Yy, _bzyi =2,

In which the parameters a; and b represent a matrix that combines rotation and scading and the translation, respedively. The
eleven unknown parameters can be solved for by writing this equation for a number of pointsi in avedor-matrix notation:

Xl Y1 Zl 0 0 0 _Xlxi _Y1X1 10 =X | A lel
0 0 0 Xl Y1 Zl _lel _Ylyl 01 Y1 | Qe Zlyl
Qs
ay
ay,
Ay =
A

X, Y Z 0 0 0 -Xx -Yx 10 -x|b Z,x

0 0 0 Xp Y Z =Xy =Yy 01 -y bz Y,

This equation can be written as:

Ap=b
A solution for p that yields aleast squared error, is given by *
p=(AT.A"ATD

This lution can only be obtained when at least 6 padnts have been used to set up the equation. The @variance matrix for
the parameters in p is given by (AT.A)™. This matrix can be used for computing error propagation in case the pixel
estimation errors are normally distributed.

23LENGTH MEASUREMENTS

The linea format equations that are used for cdibrating the perspedive projedion are dso used for computing the length of
arobber. After cdibration, the perspedive parameters a and b have become mnstants and red world coordinates (X,Y,Z)
are now the unknowns. We distinguish two cases: images with aview of head and fee and images that only show the upper
half of the robber’s body. In all cases we assume that the robber is ganding right up on the floor. Red world coordinates of
fed and head are now: (X,0,2) and (X,L,Z) respedively, in which L is the robber’s length. In a view of head and fee four
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equations can be set up with estimated pixel coordinates of head and fee which is more than sufficient to solve for X,Z and
L. In this gudy we have used only three @uations to keg the experiments smple. In a view without fed, only two
equations can be set up with the pixel coordinates of the head. In this gudy we use an estimate for the Z-coordinate for
solving L and X.

24MONTE CARLO SIMULATION

During the computations many estimations have to be made. All these estimations produce erors that are distributed in
some way. The estimates of the canter pixel positions of the markers could be the most acarrate when interpolation is used.
The estimation of the pixel position of the ground level between fed is probably the least acarrate. The distribution of
estimation errors in the X or Z coordinate is unknown. In case there ae physical limitations like the space &ailable in a
doar opening or the spacein front of a desk, It can be agued that the distribution has one or two tails. In the Monte Carlo
Simulation avalue for a mordinate is ®leded from a predefined distribution. In our experiments we tested a situation where
the estimated pixel coordinates are discrete and homogeneously distributed in a 5x5 template & the point of interest.
Further, we asume that the X or Z-coordinate is distributed homogeneously in a range, spedfied by a minimum and
maximum value.

The Monte Carlo Simulation is used to compute ahistogram of the length by the foll owing process

Enter distribution parameters for the pixel coordinates of every point that is used in the mmputations
Seled randomly values for all coordinates from the distributions

Compute the lens distortion and transform all pixel coordinates to compensate the lens distortion
Compute the perspedive projedion parameters

Seled randomly avalue for the X or Z coordinate when the image do not show the robber’ s fee
Compute the length and upgrade the histogram

Return to step 2 aslong as the histogram changes sgnificantly.

NoohkwdhpE

2.5 CONDITIONAL SAMPLING

During the Monte Carlo simulation combinations of pixel coordinates can be seleded that are not very likely becaise eg.
they yield alarge value for a distortion measure: D, or alarge value for a measure of the quality of the fit in the cdibration:
Q, or avalue for the X or Z coordinate that is physicdly imposshble. The resulting values for the robber’s length could be
excluded from the histogram by performing some tests on every set of randomly seleded coordinate values.

3.EXPERIMENTS

3.1NUMERICAL PROCEDURES

All the experiments are based on threeimages that were aquired with the O2-Cam from Sili con Graphics. Figure 5 shows
one of our eledronic engineasin our video laboratory. The camera was fixed at the celing and panted downwards to get a
cameraview that istypicd in our video investigations. The imagesin figure 2 and 3 are used for computing the parameters
of the lens distortion and the perspedive projedion. Note that the position of the cdibration tod is not exadly equal to the
pasition of the marker between the fed in figure 2.

Pixel positions for all relevant points in images 2,3 and 6 have been estimated only once and were entered manually in lists
for processng. All routines for data processng have been written in Mathematika. The source file is free ad can be
obtained by writing to one of the authors. Random seledion of pixel coordinates from a distribution was replaces by adding
discrete white noise with values: (-1,0,1) to the pixel coordinates in the list. All the routines were tested using virtual data
from virtual objeds and cameras.
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Figure 6. Test image that was used in al experiments for length measurements. There are markers on his head and between
his fed.

Whil e the procedures were being tested, it appeaed that the computation of the distortion parameters was a time ansuming
process For this reason, atable was computed with 50 sets of distortion parameters by Monte Carlo Simulation. In all other
experiments the computation of distortion parameters from randomly seleded pixel coordinates was replacal by picking
randomly a set of distortion parameters from thistable.

3.2INFLUENCE OF LENSE DISTORTION
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Figure 7. Histogram of the height of the top marker from 1000 data samples. Thin line: no compensation for lens distortion.
Broken line: lens distortion fromraster image. Thick line: lens distortion form edges in the scene.

The first experiment was performed to test the influence of compensating lens distortion. Figure 7 shows three histograms
for the length of the caibration toadl using the pixel coordinates of the marker at the top and the marker on the ground in
front of the toadl. All histograms have been computed from 1000 dita samples. The thin line shows the histogram obtained
by leaving out the compensation for the lens distortion. The broken line axd thick line show a shift of this distribution
caused by including the cmmpensation of the lens distortion based. The thin line is computed using the raster image in figure
3 and the thick line is computed using the edges that are available in the image of the scene. The adua height of the top
marker was 1795 cm. This figure demonstrates that the raster image yields more predse results snce the range of the
histogram is smaller.

3.3INFLUENCE OF CONDITIONAL SAMPLING

Then, experiments were performed to demonstrate the influence of conditional sampling on the shape of the histograms.
Figure 8 shows three histograms for the length of the enginee computed from 1000 dita samples and dfferent conditions.
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The broken line shows the result of testing the quality of the cdibration. The average square distance between the adual
marker pixel positions and the badk projeded pixel positions had to be smaller or equal to one. This constraint appeaed to
have asmall influence on the size of the tail s. The thin line is obtained by an additional test of the X-coordinate. This value
had to be in the range of —5cm to +5 cm. The tick line was obtained by an additional test of the Z-value. This value had to
be positive, sincethe images 3 and 6 show that the todl isin front of the enginea. This result shows clealy that conditional
sampling can improve our results at the st of an increasing number of data samplesthat are required.
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Figure 8. Histogram of the enginea’slength from 1000 data samples. Broken line: samples with good quality of calibration
fit. Thin line: samples with X-coordinate within -5 cmand +5 cm, Thick line: samples with Z-coordinate > 0.

These results were not completely satisfadory, sincethe adual length of the enginee was 1785 cm. The adual length isin
the tail of the first two histograms, but it was expeded to find this value in the pe& of each histogram. Additional
experiments with images of the cdibration tod on other positions showed that this deviation was propartional with the
distance between the positions of the enginee and the todl. Experiments with test data from virtual images showed that the
cdibration todl should be paositioned in such away that the robber is within the range of the markers.

34RESULTSFROM A VIEW WITHOUT FEET
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Figure 9. Histogram of the enginee’s length in aview withou fee from 1000 daa samples. Broken line: no déda seledion,
Z-coordinate is randamly seleded from (=50 cm to +50 cm). Thick line: samples with X-coordinate within —5cm and +5
cm.

In the last experiments, we tested the equations for the length from the pixel coordinates of the marker on the head and an
estimate for the Z-coordinate. Figure 9 shows three histograms computed from 1000 dita samples. The range for the Z-
coordinate was chosen to be (—50 cm, +50 cm). The thin line shows the result obtained without constraints. This histogram
has wider ranges than the histograms in figure 8. The thick line shows the result of testing the value of the X-coordinate.
Again, this value had to be within the range of -5 cm and +5 cm.



J. Bijhold, 3576-33

4. DISCUSSION AND CONCLUSIONS

From the resultsin this gudy the foll owing remarks and conclusions are given:

Lens distortion can not be negleded in these experiments. The raster image gpeaed to give the best results.
Experiments with methods that utili ze dl pixels on edgesin the image of a scene® should be performed to demonstrate
that araster image is necessary in pradice or not.

Sub pixel resolution estimation of the marker paositions could improve the results for cases where the robber is outside
the ranges of the markers on our cdibration toal. This sould be demonstrated in other experiments.

The cdibration tod should be redesigned to allow for easy transportation

Other constraints for conditional sampling could come from known dstributions of biometric measures like eg. the
size of the head, the width of the shoulders or the distance between the eyes. This sould also be demonstrated by
experiments.

For the purpase of conditional sampling robust measures for the lens distortion and the quality of the cdibration fit
could be used in stead of the commonly used sgquared value measures.

Monte Carlo Simulation might be not the most efficient way to compute adistribution function for the length, but it has
the advantage that the method can be rather easily explained in court. Most other methods focus on the cmmputation of
minimum or maximum values for the length, and donot give information about the probabili ty of these extreme values.

The histogram from Monte Carlo Simulation looks like aprobability distribution. A theoreticd study will be caried out
to find out in which aspedsthey are equal and in which aspeds they differ.
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